
Mainframe Application Performance Management is more imperative today with 
processor speeds approaching the 7 GHZ limit.  Throwing hardware at performance 
issues is not enough anymore.  Application response 
times and runtimes need to be tuned to run as efficiently as possible and often times 
when it’s DB2 in the application, most of the performance opportunities will be found 
there.  Various CICS, Batch, and DDF DB2 Version 10 tuning opportunities will be 
examined; analyzing SQL Text, DB2 Access Paths, and the DB2 Catalog Objects 
involved. 
 
* What on Mainframe Applications are Using CPU and Causing Wait 
* Analyzing Online and DDF SQL for Optimal Response Times 
* Investigating DB2 Batch Jobs to Reduce Overall Runtimes 
* Exploring Access Path Efficiency by Examining the Explain 
* Scrutinizing Information Contained in the DB2 Catalog 
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With this massive wave of data coming down on your system, the only way to be 
prepared like a true tidal wave is to have the warning early enough  to be prepared, 
to build their seawall high enough to stop this.  Once the wave crashes on you, 
there's really nothing you can do.  Let’s look at some of the effects of that if you're 
not prepared.  Applications slow down, response time decreases, response time 
increases, the tools and your staff are under strain.  Don't forget the tools that you're 
using to manage this new wave of data were designed 30 years ago when DB2 looked 
nothing like it does today.  In Summary, your applications cost more and your 
customer satisfaction decline.  Those are the two worst things that can happen to 
your business. 
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In addition to the data flood there can be internal destructive forces like bad SQL and 
Access Paths. 
 
Consider DB2 developers (especially the ones coming from a distributed 
environment) as Tasmanian Devils.  They code things like SELECT COUNT(*) just to see 
if DB2 is up and running before EVERY SQL statement.  They code queries that access 
way more data than necessary.  Most of the time they just don’t know any better. 
  
Consider typical DBA departments with reduced head count, explosive number of 
DB2 objects, object sizes, transaction rates, etc.  They simply do not have enough 
time in one day to keep up with indexes for today’s dynamic exploding workloads.   
How many SQL’s does your company execute per day? A US wireless phone carrier 
runs through 150 BILLION SQL’s (SELECT, INSERT, UPDATE, DELETE) a day! 
 
 
! 
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The only way to be prepared for this flood of data is to know where it is on the 
horizon.  For some companies, it’s already crashing down on them; for others, it’s still 
a slow rumble out in the ocean. 
 
If you do not have the tools that can help you respond you may go out of business. 
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“The Real World of the Database Administrator”, Unisphere Research, March 2015  
 
Thoughts: 
Keeps your business on calm seas…. 
Helps your business master the sea…. 
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Wish list if you were starting from scratch 
Master the waves…..for competitive advantage 
 
FOR THE ECONOMIC BUYER 
 
Thoughts: 
Keeps your business on calm seas…. 
Helps your business master the sea…. 
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